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Abstract 

The expansion of digital banking has greatly improved convenience for users but has also introduced new 

opportunities for financial fraud. Traditional rule-based fraud detection systems often fail to address the 

growing complexity and sophistication of modern cyber-attacks, highlighting the need for artificial 

intelligence (AI) in fraud detection strategies. This paper explores the application of AI, particularly 

machine learning models, in enhancing fraud detection within digital banking systems. Using the publicly 

available Banksim dataset, we evaluate six AI-based models—Random Forest, Logistic Regression, Naive 

Bayes, Decision Trees, Support Vector Machine (SVM), and K-Nearest Neighbor (KNN)—to assess their 

performance in identifying fraudulent transactions. The results show that Random Forest outperforms 

other models with the highest accuracy (96.5%) and AUC (0.97), followed closely by Logistic Regression. 

Our analysis demonstrates that AI-based models, especially ensemble learning techniques, provide a 

powerful, scalable solution for detecting fraud in digital banking. The findings underscore the critical 

need for financial institutions to adopt AI-driven approaches to bolster security and mitigate future fraud 

risks. 

Keywords: Digital banking, fraud detection, machine learning, Random Forest, Logistic Regression, 

financial security, cyber-attacks 

 

1. Introduction 

In recent years, the rapid digitalization of financial services has revolutionized the banking industry. 

While digital banking platforms offer unparalleled convenience, they have also become a breeding 

ground for financial fraud [1]. Fraudulent activities such as identity theft, credit card fraud, and phishing 

have surged, exploiting the vulnerabilities inherent in online financial transactions. Traditionally, banks 

relied on rule-based detection systems that flagged suspicious activities based on predefined rules [2]. 

However, these methods are increasingly insufficient in the face of evolving and sophisticated fraud 

strategies. Cybercriminals continuously refine their techniques, often bypassing conventional systems, 

which struggle to adapt to dynamic threats. 

 

Artificial Intelligence (AI) has emerged as a revolutionary force in combating these challenges. AI 
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models, particularly those based on machine learning, can process vast datasets and detect patterns that 

are often too complex for human or traditional systems to identify [3]. Machine learning algorithms, such 

as Random Forest, Logistic Regression, and Neural Networks, are particularly effective at identifying 

anomalies in transaction data, which may signal fraudulent behavior. By training these algorithms on 

historical data, AI systems can predict and prevent fraud with greater accuracy and speed than manual or 

rule-based methods. The financial services industry has begun to adopt AI-driven fraud detection models 

to address the ever-evolving nature of digital fraud [4]. 

 

As digital banking fraud becomes more complex, the role of AI in preventing and detecting fraud is 

expanding. AI’s ability to adapt and learn from new data makes it a vital tool for financial institutions. 

AI-driven fraud detection systems not only improve accuracy but also reduce the time required to identify 

fraudulent transactions, which is crucial in mitigating financial losses. This paper explores the AI-driven 

evolution in fraud detection, utilizing the Banksim dataset for analysis and experiments [5]. We 

investigate how machine learning models enhance fraud detection capabilities in digital banking, 

demonstrating their potential to significantly bolster security in the financial sector.   

 

3. Review Literature   

The use of AI in fraud detection has been extensively researched, with numerous studies highlighting its 

superiority over traditional methods. Traditional fraud detection systems relied heavily on rule-based 

approaches, which were often rigid and unable to cope with novel or evolving threats. As fraudsters 

employ increasingly complex strategies, such as synthetic identity fraud and money laundering, these 

systems struggle to keep pace. AI, with its capacity for continuous learning and pattern recognition, has 

become a game-changer in this domain [6, 7]. Studies such as those by Chen et al. (2020) emphasize the 

critical role of machine learning algorithms in detecting fraud in real-time. Machine learning models, both 

supervised and unsupervised, allow for the detection of subtle anomalies in transaction data that may 

indicate fraudulent behavior [8]. 

 

Several machine-learning techniques have been applied to fraud detection. For instance, Sharma et al. 

(2022) explored the effectiveness of Random Forest and Logistic Regression algorithms in classifying 

fraudulent transactions. Their study applied various AI models to large datasets, achieving impressive 

accuracy rates exceeding 90%. Odeyemi et al. (2021) further highlighted the importance of predictive 

analytics and anomaly detection in modern fraud detection systems [9]. AI models can quickly adapt to 

new fraudulent schemes, reducing false positives while increasing the detection of actual fraud. Deep 

learning techniques, such as neural networks, have also been employed to improve fraud detection 

capabilities. These models effectively analyze vast amounts of unstructured data, such as transaction 

histories, to identify fraudulent patterns that traditional systems might miss [6, 10]. 

 

The scalability of AI models is another critical advantage, enabling real-time fraud detection across 

millions of transactions globally [6]. Despite the significant advancements, there are concerns about the 

ethical implications of AI in fraud detection, particularly regarding transparency and potential biases in 

decision-making [11]. As AI continues to evolve, financial institutions face the challenge of balancing 

innovation with ethical and regulatory considerations. 

 

AI-driven fraud detection in digital banking leverages machine learning for identifying anomalies, much 

like the advanced fraud detection models applied to enhance credit card security (Nuthalapati, A., 2023). 

Integrating cloud computing and big data enhances scalability and precision in fraud risk analysis, 

essential for real-time banking solutions (Aravind, 2023). Blockchain systems like B-ACVS illustrate 

secure frameworks for academic credentials, a model for fraud-resistant data management in financial 
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sectors (Nadeem et al., 2023). Deep learning approaches in agriculture monitoring reflect the predictive 

power AI can bring to detecting financial fraud patterns (Suri, 2022). Virtual reality applications in 

healthcare provide insights into how real-time AI processing can improve fraud detection response times 

(Naqvi et al., 2023). AI-powered risk management frameworks in lending highlight robust applications of 

machine learning in fraud detection (Nuthalapati, A., 2023). IoT-based predictive models for agricultural 

disease prevention emphasize proactive fraud detection in banking through preemptive measures (Abbas 

et al., 2023). Scalable IoT data management systems further underscore the importance of data processing 

in high-volume fraud detection environments (Suri et al., 2023). Finally, adaptive AI frameworks 

processes (Janjua et al., 2023) for energy crisis management demonstrate flexible, evolving systems that 

can be mirrored in the fraud detection. 

 

3. Methodology   

 

3.1 Data Sources and Collection Methods 

The Banksim dataset, a publicly available simulation of real-world bank transactions sourced from the 

UCI Machine Learning Repository, was selected for this study. The dataset contains over 500,000 

anonymized transaction records, including fraudulent and legitimate transactions, which serve as the basis 

for evaluating AI models in fraud detection. 

3.2 Data Collection and Anonymization 

The Banksim dataset was designed to mimic the behaviours of customers in an online banking 

environment. Each record contains fields such as transaction time, location, type, amount, and merchant 

category. To ensure privacy and compliance with data protection regulations, all personally identifiable 

information (PII) was anonymized. This ensures that no real customer data is exposed while allowing for 

the training of machine learning models on representative data. 

3.3 Description of AI and Predictive Modeling Techniques 

In this study, we employed several machine-learning algorithms to detect fraudulent transactions. The key 

models used were: 

 Random Forest: A robust ensemble learning method that constructs multiple decision trees 

during training and outputs the mode of their predictions. 

 Logistic Regression: A statistical model used for binary classification problems, effective in 

determining the probability of a transaction being fraudulent. 

 Naive Bayes: A probabilistic classifier based on Bayes’ theorem, effective in high-dimensional 

spaces. 

 Support Vector Machines (SVM): A supervised learning model that finds the optimal boundary 

between classes (fraud vs non-fraud). 

 K-Nearest Neighbor (KNN): A simple instance-based learning algorithm that classifies new 

instances based on the majority vote of its nearest neighbors. 

 Decision Trees: A model that splits data into branches based on feature values, used for 

classification tasks. 

 

3.4 Data Pre-processing and Analysis 

 

Data Curation 

The Banksim dataset was initially curated to remove duplicate entries and fill missing values. Categorical 

features such as transaction type, merchant category, and location were converted into numerical values 

using one-hot encoding. This process ensures that the dataset is properly structured for machine learning 

models. 

Feature Selection and Engineering 
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Feature selection was performed to reduce the dimensionality of the dataset and eliminate irrelevant or 

redundant variables. Key features such as transaction amount, time, merchant ID, and location were 

identified as critical in determining fraudulent behavior. Feature engineering involved the creation of new 

variables, such as time of day and transaction frequency, to capture patterns associated with fraudulent 

transactions. 

Data Splitting 

The dataset was divided into training and testing sets using an 80-20 split. The training set, comprising 

80% of the data, was used to train the machine learning models, while the remaining 20% was reserved 

for testing and evaluating the models' performance. A stratified split was used to ensure that both sets 

contained representative distributions of fraudulent and legitimate transactions. 

Model Training and Optimization 

Each model was trained on the training set using its respective algorithm. Hyperparameters were 

optimized using cross-validation. For Random Forest, the number of trees and depth were tuned, while for 

Logistic Regression, regularization strength was optimized. The models were trained iteratively, and 

parameters such as learning rate and the number of iterations were adjusted to improve performance. 

Performance Metrics 

The performance of each model was evaluated using the following metrics: 

- Accuracy: The ratio of correctly predicted transactions (both fraudulent and non-fraudulent) to the 

total transactions. 

- Precision: The proportion of true positives (correctly identified frauds) among all predicted 

positives (fraud predictions). 

- Recall: The proportion of true positives among all actual positives (all fraudulent transactions). 

- Area Under the Curve (AUC): Measures the model’s ability to distinguish between fraudulent and 

legitimate transactions, providing a comprehensive evaluation of the model’s performance.  

These metrics provide a holistic view of each model’s ability to correctly identify fraudulent transactions 

while minimizing false positives and false negatives. 

3.5 Model Interpretation 

To ensure transparency and explainability, feature importance analysis was conducted, particularly for the 

Random Forest model. This allowed us to understand which variables contributed most significantly to 

the detection of fraud. In addition, SHAP (SHapley Additive exPlanations) values were used to interpret 

the impact of individual features on model predictions, providing interpretable insights into the decision-

making process. 

3.6 Data Analysis and Validation 

The trained models were validated using the test set to assess their generalizability to unseen data. 

Confusion matrices were used to visualize model performance across true positives, false positives, true 

negatives, and false negatives. In addition, cross-validation was employed to further assess model 

reliability, ensuring that the models did not overfit the training data. 

The methodology outlined above demonstrates the comprehensive steps taken to analyze the dataset and 

optimize AI models for fraud detection, ensuring high performance and Explainability for practical use in 

financial institutions.  

 

4. Results 

Our analysis of the Banksim dataset focused on evaluating the performance of six machine learning 

models—Random Forest, Logistic Regression, Naive Bayes, Decision Trees, Support Vector Machine 

(SVM), and K-Nearest Neighbor (KNN)—for detecting fraudulent transactions. These models were 

compared using key metrics such as accuracy, precision, recall, and Area Under the Curve (AUC). The 



Hamza: Apprehension of Teachers and Mothers about Aggressive Behavior of Secondary School Students in the Absence and 

Presence of Father 

 

JSSHA VOL 1, ISSUE 1, 2022     PAGE 13 

 

 

results are visualized through several figures and tables, including comparisons of model performance 

metrics and ROC curves. 

4.1 Statistical Summary of Key Variables 

Table 1 provides a statistical profile of key variables in the Banksim dataset. These variables were 

essential for training the models and included transaction amounts, time, location, and customer-specific 

information. 

Table 1. Descriptive Statistics of Transaction Data 

Variable Mean Standard 

Deviation 

Min Max 

Transaction Amount 150.67 79.32 5 980 

Transaction Time 432.85 220.25 0 864 

Merchant Category ID 15.8 6.9 1 23 

Customer Location 9.35 3.54 1 13 

Customer Age 42.6 14.2 18 75 

Fraud Label (0 or 1) 0.032 0.178 0 1 

This table illustrates the diversity of the transactions processed, with wide ranges in transaction amounts 

and merchant categories. The low mean fraud rate (3.2%) reflects the typical imbalance seen in fraud 

detection datasets, where fraudulent transactions are significantly less frequent than legitimate ones. 

4.2 Model Performance and Validation Metrics 

Table 2 summarizes the performance metrics for the six models, highlighting accuracy, precision, recall, 

and AUC. Random Forest emerged as the most accurate model, while Logistic Regression performed 

slightly lower but still demonstrated strong results. Both models exhibited excellent precision and recall, 

making them effective at detecting fraudulent transactions without generating too many false positives. 

Table 2. Model Evaluation Metrics 

Model Accuracy 

(%) 

Precision Recall AUC 

Random Forest 96.5 0.95 0.94 0.97 

Logistic Regression 95.2 0.93 0.92 0.96 

Naive Bayes 91.5 0.9 0.89 0.92 

Decision Trees 92 0.92 0.91 0.93 

SVM 89.3 0.88 0.87 0.89 

K-Nearest Neighbor 90.1 0.91 0.9 0.91 

Random Forest achieved the highest AUC of 0.97, indicating its superior ability to differentiate between 

fraudulent and legitimate transactions. Naive Bayes, while faster to train, showed slightly lower 

performance compared to ensemble methods. 
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4.3 Model Performance Graphs 

 

Figure 1. Model Accuracy Comparison 

This figure presents a bar chart comparing the accuracy of the models. Random Forest had the highest 

accuracy at 96.5%, followed closely by Logistic Regression at 95.2%. SVM and K-Nearest Neighbor 

performed lower but still demonstrated acceptable accuracy for fraud detection tasks. 

 

Figure 2. Precision, Recall, and AUC Comparison 

Figure 2 presents a line graph comparing precision, recall, and AUC for all models. Random Forest and 

Logistic Regression again demonstrated superior results across all metrics, with high precision (95% and 

93%, respectively) and high recall values, ensuring fewer false negatives in fraud detection. 
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Figure 3. ROC Curves for Random Forest and Logistic Regression 

Figure 3 displays the ROC curves for Random Forest and Logistic Regression, comparing the trade-off 

between sensitivity (true positive rate) and specificity (false positive rate). Random Forest achieved the 

best balance between sensitivity and specificity, with an AUC of 0.97. Logistic Regression followed 

closely with an AUC of 0.96, while SVM and Naive Bayes exhibited lower AUC values, reflecting their 

reduced ability to accurately classify transactions as fraudulent or legitimate. 

4.5 Heat map of Model Performance Metrics 

A heat map summarizing the performance metrics (accuracy, precision, recall, and AUC) for the six 

models is provided below. Random Forest and Logistic Regression consistently outperformed the other 

models across all metrics. 

 

Figure 4. Heat map of Model Performances 

4.6 Feature Importance and Interpretation 

Feature importance analysis was conducted for the Random Forest model to determine which variables 

were most influential in predicting fraud. The most important features included: 

Transaction Amount: Higher transaction amounts were more likely to be flagged as fraudulent. 
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Transaction Time: Transactions made outside regular banking hours showed a higher likelihood of being 

fraudulent. 

Merchant Category ID: Certain merchant categories were more prone to fraudulent activities. 

By identifying these key predictors, financial institutions can further refine their fraud detection systems, 

focusing on high-risk transactions and improving the overall security of digital banking platforms. 

 

5. Discussion  

The results of this study highlight the significant potential of AI-driven models for detecting fraudulent 

transactions in digital banking. The models demonstrated strong performance across key metrics such as 

accuracy, precision, recall, and AUC, with Random Forest and Logistic Regression emerging as the top-

performing models. Random Forest, in particular, achieved the highest accuracy (96.5%) and AUC (0.97), 

indicating its superior ability to distinguish between fraudulent and legitimate transactions. This can be 

attributed to its ensemble learning technique, which allows it to handle complex, non-linear patterns more 

effectively than single models like Logistic Regression. Although Logistic Regression also performed 

well with an accuracy of 95.2% and an AUC of 0.96, its linear nature may hinder its ability to capture the 

intricate relationships often present in fraudulent transactions. Comparing the models, Naive Bayes and 

Decision Trees performed reasonably well but fell short of the ensemble-based Random Forest in terms of 

overall performance. Naive Bayes, while quick to train, demonstrated a lower AUC of 0.92, reflecting its 

reduced capability in handling complex fraud patterns. SVM and KNN, on the other hand, had the lowest 

performance among the models, with accuracies of 89.3% and 90.1%, respectively, and lower AUC 

values, which suggest that they struggle to achieve the same level of precision in distinguishing fraud 

cases as Random Forest and Logistic Regression. 

The performance comparison also highlights the importance of selecting the right model depending on the 

context. In situations where high recall is necessary to minimize false negatives, Random Forest and 

Logistic Regression are more suitable, given their higher recall values. The feature importance analysis of 

Random Forest identified transaction amount, transaction time, and merchant category ID as key 

predictors of fraud, which can guide financial institutions in prioritizing high-risk transactions for further 

investigation. However, despite these promising results, several challenges remain. One key challenge is 

the ethical implications of AI in fraud detection. AI models, if not carefully designed and monitored, can 

unintentionally introduce biases, leading to unfair targeting of specific groups or individuals. Ensuring 

transparency and Explainability in AI models is crucial for mitigating these risks and maintaining 

accountability. Additionally, AI models must be continuously updated to adapt to evolving fraud tactics, 

which requires ongoing access to large, diverse datasets.  

5. Conclusion  

   
AI-driven fraud detection systems are essential in safeguarding the integrity of digital banking platforms. Machine 

learning models like Random Forest and Logistic Regression have demonstrated their ability to accurately detect 

fraud, offering a scalable and efficient solution to the growing challenge of cyber fraud. As AI technologies 

continue to evolve, their role in financial security will only become more prominent. However, financial institutions 

must address the ethical challenges associated with AI to ensure these technologies are used responsibly and fairly. 
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