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Abstract 

Bullying is an important issue in higher education, with heavy consequences for student's mental health. 

Machine learning (ML) has transformed the research landscape across diverse fields, including the 

social sciences. Its ability to analyze vast datasets and identify complex patterns has led to revolutionary 

advancements in understanding human behavior, societal trends, and policy-making. This paper provides 

a comprehensive overview of ML applications in social sciences, discussing key methodologies, results 

from recent studies, and emerging challenges. We highlight case studies where ML tools have 

successfully predicted social phenomena and analyzed large datasets, offering insights into 

socioeconomic, political, and cultural dimensions.  
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1. Introduction 

In recent years, the field of social sciences has experienced a paradigm shift with the adoption of machine 

learning (ML) techniques. The availability of large, complex datasets from social media, government 

records, and digital archives has created a pressing need for advanced analytical tools. Machine learning 

offers a solution by enabling researchers to uncover patterns and relationships in these datasets that were 

previously inaccessible using traditional statistical methods. This transformation has allowed social 

scientists to explore new avenues of research and address questions related to human behavior, societal 

structures, and policy interventions. 

 

Machine learning applications in social sciences are diverse, ranging from predicting election outcomes 

and analyzing public sentiment to detecting biases in judicial decisions. Political scientists have employed 

ML techniques like natural language processing (NLP) to analyze speeches and political discourse, while 

economists have used predictive modeling to forecast economic trends. Sociologists are leveraging 

clustering algorithms to identify social groups based on common characteristics, and criminologists are 

using predictive models to anticipate crime hotspots [1, 4]. Despite these advancements, the integration of 
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ML into social sciences is not without challenges. sIssues related to bias, fairness, and the interpretability 

of ML models raise ethical concerns. Additionally, social data often lacks the structured format found in 

traditional scientific disciplines, making it difficult to apply ML algorithms without substantial 

preprocessing [5]. This paper explores the applications, challenges, and potential of ML in social 

sciences. 

 

2. Review Literature 

   

Machine learning has proven to be a versatile tool in social science research, with a wide array of 

applications that enhance the ability to analyze complex and large-scale datasets. Between 2021 and 

2022, several researchers have explored ML applications in domains such as political science, sociology, 

criminology, and economics. This section provides a synthesis of recent findings across these areas. 

 

In political science, researchers have extensively used natural language processing (NLP) to analyze 

speeches, policy debates, and public opinion on social media. Smith et al. (2022) demonstrated the 

effectiveness of ML in predicting election outcomes by analyzing sentiment from Twitter data, achieving 

a prediction accuracy of 85% in the 2022 US midterm elections [6]. Similarly, Nguyen et al. (2021) used 

NLP to evaluate public opinion during political campaigns, identifying key shifts in sentiment that 

correlated with voter behavior [7]. Sociology has benefited from machine learning algorithms for 

clustering and classification. Social scientists have employed unsupervised learning to group individuals 

based on demographic, economic, or behavioral data. J. M. Rocha et al., (2021) utilized k-means 

clustering to classify citizens by socioeconomic status, uncovering previously hidden relationships 

between income, education, and geographic location [8]. In a similar vein, ML-based classification 

techniques were used to study group dynamics within online communities [9]. 

 

In the criminology field, machine learning has been instrumental in predictive policing. Predictive models 

trained on historical crime data have been used to anticipate future crime occurrences in specific areas. A 

study by 10. Matijosaitiene et al., (2019) used decision trees and support vector machines (SVM) to 

develop a model that accurately predicted crime hotspots in urban areas with an accuracy rate of 90% 

[10]. However, these predictive models have also raised concerns regarding bias, as they may reflect and 

perpetuate existing social inequalities [11]. Economics has witnessed the adoption of ML techniques in 

macroeconomic forecasting. Johnson et al. (2021) applied neural networks to forecast inflation and 

unemployment rates, significantly improving the accuracy of traditional econometric models [12]. 

Economists have also used ML tools to analyze consumer behavior, financial markets, and economic 

development trends [13, 14].   

 

3. Methodology 

   

The methodology employed in this paper follows a systematic review approach aimed at gathering, 

synthesizing, and analysing relevant research on machine learning (ML) applications in the social 

sciences. This process was divided into the following steps: 

 

3.1 Data Collection 

 

A structured literature search was conducted across multiple databases, including IEEE Xplore, JSTOR, 

and Google Scholar, using search queries such as “machine learning,” “social sciences,” “natural 

language processing,” “predictive modelling,” “clustering,” “bias in ML,” and specific domains like 

“political science,” “economics,” “sociology,” and “criminology.” The search was confined to the years 

2021-2022 to ensure the relevance of the studies reviewed. 
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3.2 Inclusion and Exclusion Criteria 

 

The inclusion criteria Peer-reviewed articles published between 2029 and 2022. Studies that explicitly 

discussed the application of machine learning within a social science context. Research that provided 

empirical evidence or quantitative performance metrics, including predictive accuracy, precision, recall, 

or F1 score. 

Exclusion criteria included Articles focusing solely on theoretical aspects without empirical validation. 

Non-peer-reviewed papers such as technical blogs or preprints that had not yet undergone peer review. 

Studies that focused on computer science applications without a social science dimension. Out of an 

initial pool of 120 articles identified, 50 were shortlisted based on their relevance. After a full-text review, 

24 studies were selected for in-depth analysis. 

 

3.3 Data Analysis 

 

The selected articles were categorized into four major domains: political science, sociology, economics, 

and criminology. For each domain, we identified the ML techniques used, the datasets analysed, and the 

performance metrics reported. The analysis emphasized: 

- The effectiveness of ML models in capturing trends and making predictions. 

- Ethical considerations, such as the presence of bias and fairness in ML models. 

- Interpretability of the models and their applicability in real-world social sciences. 

The studies were further analysed for common challenges and limitations, including data pre-processing 

requirements, the impact of model complexity on interpretability, and potential biases in the datasets. 

Researchers assessed the performance of ML models by comparing accuracy, precision, and recall rates 

across different studies and social science domains. 

3.4 Data Pre-processing and Model Evaluation 

 

Given the unstructured nature of social science data (e.g., text, images, and irregular time-series data), 

most studies employed a data pre-processing phase. Techniques such as tokenization (for text), data 

normalization, and feature selection were employed to prepare the data for machine learning algorithms. 

Studies utilizing Natural Language Processing (NLP) methods used word embeddings such as Word2Vec 

and TF-IDF, whereas studies in criminology and economics used structured data pre-processing 

techniques. The models’ performance was evaluated using standard metrics such as accuracy, precision, 

recall, F1-score, and in some cases, area under the curve (AUC). Studies that focused on interpretability 

also assessed model transparency using SHAP (Shapley Additive exPlanations) or LIME (Local 

Interpretable Model-agnostic Explanations) techniques. 

 

4. Results 

The systematic review yielded several important findings regarding the effectiveness and limitations of 

machine learning (ML) applications across various social science domains. We summarize and discuss 

the key findings below, supported by relevant figures 

4.1 Machine Learning Techniques by Domain 

As illustrated in Fig. 1, natural language processing (NLP) is the most commonly employed technique in 

the social sciences, particularly in political science and sentiment analysis tasks, accounting for 30% of 

the applications reviewed.  
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Fig.1. Proportion of ML Techniques Used by Domain 

This is followed by clustering techniques (25%), which are widely used in sociology for classifying social 

groups, and support vector machines (SVM) (20%), often used in criminology for predictive policing. 

Neural networks (15%) and random forests (10%) also play critical roles in economics and financial 

forecasting. The distribution of techniques highlights the versatility of machine learning in addressing 

varied research questions across different social science domains. The researchers applied different ML 

techniques to 24 studies, tailored to each domain. This analysis is summarized in Table 3, detailing ML 

methods, performance metrics, and domains. 

 

Figure 2: Accuracy of ML Models over Time (2019-2022) 

This line graph illustrates the progression of accuracy for different machine learning models from 2019 to 

2022 across various social science domains. The accuracy of NLP models (used mainly in political 

science) increased from 78% in 2019 to 85% in 2022, indicating improvements in techniques for 

analyzing social media and public sentiment. Similarly, SVM models applied in criminology saw an 

increase in accuracy from 82% to 89% over the same period, as predictive policing techniques became 

more refined. Neural networks, employed in economics, showed significant growth in accuracy, 

improving from 75% in 2019 to 87% in 2022, reflecting advancements in economic forecasting 

algorithms. 

Table 1: Summary of ML Techniques and Performance Metrics by Domain (2019-2022) 
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Study ML 

Technique 

Domain Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Smith et al., 

(2022) 

NLP, 

Sentiment 

Analysis 

Political Science 85 80 83 81 

Nguyen et al., 

(2021) 

NLP, 

Logistic 

Regression 

Political Science 82 78 80 79 

Morales Rocha et 

al., (2021) 

K-Means 

Clustering 

Human 

Development 

Indicators 

80 78 79 78 

Matijosaitiene et 

al., (2019) 

Decision 

Trees, SVM 

Geospatial Urban 

and Crime Data 

77 N/A N/A N/A 

Johnson et al., 

(2021) 

Neural 

Networks 

Economics 88 86 87 87 

Anderson et al., 

(2022) 

Random 

Forest 

Economics 85 83 82 83 

Table 3 illustrates that ML techniques such as decision trees, NLP, and neural networks performed well 

across domains like political science, sociology, criminology, and economics, with accuracy rates ranging 

from 80% to 90%. 

4.2 Accuracy of Machine Learning Models 

The figure below illustrates the performance of machine learning models in different domains.  

 

Fig. 3 Accuracy of ML Models by Domain 

Criminology achieved the highest accuracy rates (90%) with the use of decision trees and SVM models 

for predicting crime hotspots. Political science and economics also reported high accuracy rates of 85% 

and 88%, respectively, with NLP and neural networks proving effective for election prediction and 

economic forecasting. In sociology, clustering techniques achieved a slightly lower accuracy of 80%, 

suggesting room for improvement in capturing complex social phenomena. Overall, the results 

demonstrate that ML models have the potential to make accurate predictions across social science 

domains, although domain-specific challenges may affect performance. 

4.3 Domain-Specific Findings 
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4.3.1 Political Science 

The application of NLP and sentiment analysis in political science demonstrated promising results, with 

Smith et al. (2022) achieving an 85% accuracy rate when predicting election outcomes from social media 

data. Political science and sentiment analysis tasks account for 30% of the ML applications reviewed. 

4.3.2 Sociology 

In sociology, Fair-Lloyd, a modified k-means algorithm, as demonstrated by Fair-Lloyd et al., ensured 

unbiased performance and equal costs across all demographic groups, making it a viable option for fair 

resource allocation with negligible impact on computational efficiency. The algorithm addresses the bias 

in standard k-means clustering, which can lead to unfavorable outcomes for specific subgroups, 

particularly in human-centric applications like resource allocation [15]. 

4.3.3 Criminology 

T. Sravani and M. Suguna (2022) noted that Support Vector Machine (SVM) achieved a 94.01% accuracy 

rate in predicting crime types based on hotspots, significantly outperforming the Convolutional Neural 

Network (CNN) algorithm, which reached 79.98%. Criminology applications in this study utilized 

engineered spatial features, demonstrating the effectiveness of clustering techniques like HDBSCAN for 

hotspot detection [16]. The integration of SVM for crime type prediction highlights its superior 

performance in criminology-related machine learning tasks. 

4.3.4 Economics 

In economics, Johnson et al. (2021) and Anderson et al. (2022) applied neural networks and random 

forests, respectively, to forecast macroeconomic variables with high accuracy, demonstrating the 

capability of ML techniques in this field. Neural networks and random forests account for 15% and 10% 

of the applications, respectively, in economics. 

5. Discussion 

 

The analysis of machine learning (ML) applications in various social science domains highlights several 

key themes and challenges. ML techniques perform well across different social sciences, achieving 

notable accuracy rates, such as 90% in criminology and 85% in political science. The high precision and 

recall in criminology suggest ML's potential to predict crime hotspots effectively while minimizing false 

positives. In economics, neural networks and random forests outperform traditional econometric 

models, demonstrating their value in forecasting macroeconomic trends. Political science, with an 85% 

accuracy rate using NLP for election prediction, shows ML's ability to handle complex tasks like 

sentiment analysis from social media data. However, despite these promising results, significant ethical 

concerns arise, particularly in fields like criminology and sociology.  

The use of biased historical data in predictive policing models raises issues of fairness, as these models 

can inadvertently perpetuate existing inequalities. Quy et al., (2021) stated that developing fairness-

aware ML algorithms is crucial for mitigating bias, especially as decision-making increasingly relies on 

data-driven systems. This paper investigates real-world datasets for fairness-aware machine learning, 

focusing on tabular data and using exploratory analysis and Bayesian networks to explore potential 

biases [17]. In addition to ethical challenges, the complexity of some ML models, such as neural 

networks, introduces concerns about interpretability. Although tools like SHAP and LIME have been 

designed to improve model transparency, there is still a considerable gap in making these sophisticated 
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models comprehensible to non-technical stakeholders. This issue is especially pertinent in fields like 

policymaking, where ML-driven decisions must be transparent and justifiable to the public. The 

development of fairness-aware algorithms and transparent models is crucial to addressing these 

challenges.  

Furthermore, specific challenges arise in political science and sociology. In political science, the highly 

dynamic nature of social media content can introduce noise, influencing model accuracy. Similarly, in 

sociology, the reliance on structured data limits the ability of ML models to fully capture the intricacies 

of real-world social interactions. While clustering techniques are effective for classifying social groups, 

their performance (e.g., 80% accuracy in sociology) suggests room for improvement in tackling the 

complexities of human behavior and social structures. 

These findings underscore the need for more adaptable and sophisticated ML techniques to address the 

evolving complexities in various social science domains, especially considering ethical and 

interpretability challenges. As ML continues to grow in prominence, addressing these limitations will be 

vital for ensuring that these technologies can provide equitable, accurate, and transparent solutions in 

real-world applications. 

 

5. Conclusion 

  

The application of machine learning in the social sciences has shown great promise, particularly in 

domains such as political science, criminology, and economics. By leveraging large datasets and 

advanced algorithms, researchers are able to uncover new insights and make predictions with 

unprecedented accuracy. However, challenges related to ethical concerns, algorithmic bias, and model 

interpretability remain significant. Moving forward, there is a need for further research on fairness-aware 

algorithms and transparent model frameworks to ensure the responsible use of ML in social sciences. 
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